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Statistical Analysis of Experimental Data
Introduction

Most people believe that statistics is boring and complicated. However, without it, scientists can never be confident that one data set is truly different from another. Once people get beyond the symbols, formulas, and charts, they usually find that statistics makes problems (and the questions) much clearer and simpler. Statistics is a tool that helps clarify commonsense and not-so-commonsense observations.

H.G. Wells wrote in 1925, “Statistical thinking will one day be as necessary for efficient citizenship as the ability to read and write.”  Statistical knowledge is to the information and technological age what fossil fuel was to the industrial age.  Today, successful scientific inquiry depends on an understanding of statistics. Statistics is like a powerful microscope that makes visible what has previously been invisible. Without statistics, today’s high-density semiconductor chips could not be built. 

In Ecology, statistics is necessary to help identify patterns and choose between competing hypotheses.  In this course, you will learn basic statistical calculations (ex: mean, variance, standard deviation) and procedures that allow you to test hypotheses objectively (e.g., t-test, correlation, regression).  Please Note: This is not a course in statistics.  We will use the computer to perform most of our calculations and statistical procedures.  However, it is in your own best interest to fully understand the concepts being presented.

Modified from H. Mikel and R. Schroeder. 2000. Six Sigma -- The breakthrough management strategy revolutionizing the world’s top corporations.  Currancy-Doubleday,  Pgs 24-26.

Objectives

After reading this chapter you will:

•
become familiar with the central tendency and variability in biological data.

•
learn how to calculate a confidence interval.

•
perform a two sample t-test.

•
learn the difference between parametric and non-parametric statistical tests
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You should be able to define the following terms:

	central tendency
	variance
	confidence interval

	median
	range
	t-test

	mean
	standard deviation
	t-value

	mode
	histogram
	p-value

	discrete variable
	accuracy
	parametric

	continuous variable
	precision
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Background

Central Tendency

One of the most important attributes of measurement data is something called the central tendency.  The central tendency is the clustering of a variable around a single value.  If you were to count the number of times you observe each particular value of a variable, you will realize that some values appear more often than others.  If you plot the number of observations for all possible values of your measurement variable, you will have created a frequency distribution or histogram.  The histogram for a variable such as length, weight, or temperature will often have a bell shape (variable 1 below).  The highest point on the bell represents the most commonly observed value of the variable.  Sometimes the curve does not have a perfect bell shape.  It may be skewed to the left or right (Variable 2 below).  


There are three measures of central tendency.  The most familiar is the mean or average.  The mean is computed by adding all measured values and dividing by the total number of observations.  Symbolically it is represented as 
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.  The second measure of central tendency is the median.  This is the value below which half of the observations fall.  The median is less affected by extreme (or outlier) values than is the mean.  The last measure of central tendency is the mode.  It is the most frequently occurring observation.  The mode is the value corresponding to the peak in the frequency distribution curve.  If the frequency distribution is bell-shaped, the mean, median and mode will occur at the same value (see figure above).

Variance

Another important characteristic of measured variables is their spread around the mean, median or mode. The simplest way to describe spread is via the range.  The range is expressed as the smallest value through the largest value.  More frequently, statisticians use the terms variance (s2) and standard deviation (s) to describe the spread.  The variance is the average squared deviation from the mean.  The standard deviation is the square root of the variance and has the same measurement units as the mean.

Confidence Interval

For every parameter we measure, there exists a population (or universal) mean and standard deviation.  When we formulate a hypothesis, we are often making an educated guess about the population mean.  Since it is usually not possible for us to measure the entire population we are studying, we can never be 100% confident that we have determined the population mean.  It is highly unlikely that the data recorded from a small sample will give us the exact value of the population mean.  Although we cannot know for sure that the calculated sample mean (
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) is equivalent to the universal mean, we can determine if 
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 is a good approximation of the population mean by calculating a confidence interval.  

A confidence interval is a range of values within which lies the true population mean.  There are many possible confidence intervals.  Each interval specifies a probability of “capturing” the true population mean.  We usually choose a 95% confidence interval.  This interval will include the true population mean 95 out of 100 times it is created.  A statistic called the standard error of the mean (SE) is used to calculate a confidence interval.  It is the standard deviation (s) divided by the square root of the sample size (n).  The true population mean, the one we can't know exactly, lies within the interval bounded by the sample mean plus or minus the SE times an appropriate t-value.
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 ± t *SE.

The t value is determined by looking in a t table for the value corresponding to the probability we have chosen (e.g. 95%) and the sample size (n) of our study.

The two sample T-test

We often wish to compare two means in order to determine if they are the same or different.  We could do this by calculating confidence intervals for the two populations and seeing if the mean of one population lies outside the 95% confidence interval of the other population.  A formalized and slightly less cumbersome approach to answering this question is the t-test.  The t-test is an objective way to determine whether two population means differ from one another more than by chance alone.  The null hypothesis for a two-sample t-test states that the two means do not differ from one another more than by chance alone.  

To conduct a t-test, the computer calculates a t-value by subtracting the two means from each other and dividing that value by a pooled standard error.  This is the standard error of the difference, which is approximately the average of the standard errors that could be calculated from the two separate samples.  The computer then determines the likelihood of discovering such a t-value, assuming that the null hypothesis is correct.  If the two sample means are quite different, the t-value will be large and the likelihood (or probability) of discovering such a large t-value will be small.  This probability is called a p-value.  If the p-value is sufficiently small (less than 0.05), we reject the null hypothesis and assume that the difference between the two means is due to something other than chance.  If p-value is greater than 0.05, we must accept the null hypothesis and conclude that the two means differ only by chance.  

measurement versus Count data

When sampling nature, two types of variables are often encountered.  Continuous variables are those that can be measured on a gradual or incremental scale.  Ideally, a continuous variable can assume any decimal value.  Examples include length, height and weight.  Discrete variables are those that can only be counted.  No decimal values are possible.  Examples include population size, clutch size or number of offspring. 

The distinction between these two types of variables is important when deciding which type of statistical analysis to use.  The confidence interval and t-test assume that the measured variable is continuous.  In addition, these tests assume that the measured variable has a normal distribution.  A normal distribution is a frequency distribution with a bell shape.  Tests that require continuous, normally distributed variables are referred to as parametric tests.  

Not all ecological data, however, meet the requirements of parametric tests.  Many variables are discrete and some are not normally distributed.  In order to analyze such data, you must use non-parametric tests.  Non-parametric tests do not require continuous data drawn from a population exhibiting a normal distribution.  The only assumption is that the data were collected using an unbiased sampling procedure.  There are many non-parametric equivalents to parametric tests.  The non-parametric test equivalent to the two-sample t-test is called the Mann-Whitney U-test.

sample size, accuracy and precision

Most statistical analyses can be performed as long as there are at least two independent measurements per site (n=2).  However, it is very difficult to see significant differences between sites when the sample size is so small.  Larger sample sizes permit better estimates of the population mean.  Sufficient sample size depends on the spread of values for the measured variable.  If you suspect that the measured variable has a large spread (variance, standard deviation), you should take more samples to get a good estimate of the population mean.  Remember, a good estimate is one that is both accurate and precise.  Accuracy is how closely the measured values correspond to the true population mean.  Precision is how closely several measurement of the same variable correspond to one another.  

exercises 

1. Find a computer and open Microsoft Excel (double left click on Excel icon).  Type the following data for percent soil moisture into columns A, B, C and D.

	A
	B
	C
	D

	site
	upland
	escarpment
	flood plain

	1
	57
	45
	52

	2
	67
	46
	55

	3
	65
	49
	54

	4
	55
	57
	48

	5
	48
	43
	59

	6
	68
	52
	50


2.  Calculate the mean, variance, median, and standard deviation for each variable.

a.
Highlight the next empty cell underneath the data in column B.

b.
In the "insert" menu, choose "paste function".  Find "average" and select "ok".

c. Highlight all of the data in the column (but not the label) and select "ok".

d. Label your calculation by typing “average” in the free cell in column A next to the cell in column B with your calculation.

d.
Repeat steps a-c for variance, median, and standard deviation.  Your spreadsheet should now look like the following.

	A
	B
	C
	D

	site
	upland
	escarpment
	flood plain

	1
	57
	45
	52

	2
	67
	46
	55

	3
	65
	49
	54

	4
	55
	57
	48

	5
	48
	43
	59

	6
	68
	52
	50

	average
	60.00
	48.67
	53.00

	median
	61.00
	47.50
	53.00

	stdev
	7.95
	5.16
	3.90

	variance
	63.20
	26.67
	15.20


3.  Perform a two-sample t-test to compare the mean soil moisture in the upland site with the mean soil moisture in the escarpment site.  Compare upland to escarpment, flood plain to escarpment, and upland to flood plain. 

a.
Find “Data Analysis Tools” in the "tools" menu.  (If it is not there, add it by choosing “Ad-ins” in the “tools” menu.)  Choose “T-test: two-sample assuming unequal variance” by double clicking on name.

b. Put cursor in box labeled "variable 1 range" and click on colored icon.  Highlight all data in column B for upland site.  

c. Put cursor in box labeled "variable 2 range" and click on colored icon.  Highlight all data in column C for escarpment site.

c.
Click circle next to “output range”, put cursor in adjacent box and click on colored icon.  Click on a free cell in column E (ex: E1).  Select "ok".  Please note: your statistical results will be several columns wide.

4. To determine whether the means are similar (null hypothesis) or different (alternate hypothesis), look at the p-value [ P(T<=t)2-tailed ].  If p<0.05, reject the null hypothesis – your means are different!

Discussion Questions

1. Is the variable “percent soil moisture” discrete or continuous?  Why?

2. Are the soil moisture measurements at each site normally distributed?  Hint: Compare the mean and median.

3. Was the variance of data measurements similar between sites?  What does it mean if variance is large?  Small?

4. Did you accept or reject your null hypothesis?  How confident are you that the two means are not from the same population?  Hint: confidence (as a probability, or percentage) equals (1-p)*100.
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