A conservative and variation preserving finite volume method for non-overlapping meshes of reaction and diffusion in angiogenesis
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- Reaction and diffusion of growth factors in angiogenesis.
- Reaction and the diffusion meshes are non-overlapping.
- Conservative and reaction-variation preserving finite volume method.
- Handle non-uniform discretization and arbitrary shaped reaction domains.
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ABSTRACT

We propose a conservative and variation preserving finite volume method for reaction and diffusion in angiogenesis. The reaction domain keeps changing the morphology and length, and its mesh is non-uniform and does not overlap with the diffusion mesh. These facts make it very challenging to develop a numerical method that conserves the mass when transferring data between the reaction and diffusion domains. We prove the method developed in this work not only conserves the mass locally but also retains the variation in the reaction domain. In contrast, the direct interpolation may smear out the reaction data in the data transfer process. This method is applied to the growth factor reaction and diffusion problems in angiogenesis.

© 2014 Elsevier B.V. All rights reserved.

1. Introduction

Angiogenesis, the formation of new blood vessels, is crucial to many processes such as wound healing and cancer. It is controlled by growth factors such as Vascular Endothelial Growth Factor (VEGF). VEGF is released by injured tissue or hypoxic cancer cells and diffuses in the tissue. Once reaching blood vessels, VEGF binds to receptors such as VEGFR2 on endothelial cells (ECs) that line the blood vessel. The activation of VEGFR2 triggers a sequence of intracellular events resulting in cell proliferation and migration. These new blood vessels are called capillaries because they are very thin. Their diameter is at most 20 µm, but the length can extend to the size of the tissue, for example, 2 mm in diameter of a rat cornea [1] or a dormant tumor [2]. The reaction (binding kinetics) occurs only on thin capillaries, but the diffusion happens in the whole tissue domain.
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The capillary model (1) and (2) are usually combined with a capillary growth model. There are mainly two types of capillary growth models: lattice models and non-lattice models [3]. In lattice models such as [3,5,10,3,4] and this work, the capillary mesh (reaction mesh) and the diffusion mesh do not overlap. In this case, there is no need to transfer data between the reaction and diffusion meshes. However, in many non-lattice models such as [7,8,5,10,3,4] and this work, the capillary mesh (reaction mesh) and the diffusion mesh do not overlap. In this case, the growth factor has two expressions: one on the reaction mesh and the other on the diffusion mesh. To connect the reaction and diffusion processes, a data transfer between the two meshes is required.

We have two criteria in developing the data transfer algorithm between the non-overlapping meshes: mass conservation and reaction data variation preserving. When a quantity is expressed on two different meshes, it is natural to expect that these two expressions are identical in some measure. The measure we use is the mass conservation that includes both the local conservation (Theorem 4) and the global conservation (Theorem 5). The accurate computation of growth factors on the capillary is very important because their concentrations and variations can directly determine the fate of ECs. For example, the viability and proliferation of ECs are directly controlled by the VEGF concentrations, and the variation of VEGF along the capillary determines the direction of EC migration [11,4]. Therefore, it is critical to conserve the mass locally and preserve the variation of data in the reaction domain when designing the data transfer algorithm.

To the best of our knowledge, this work is the first to address these two criteria among numerical methods for reaction and diffusion on non-overlapping meshes. In this study, the diffusion domain is discretized with a uniform Cartesian mesh and the reaction domain is discretized with a non-lattice method. In general, the reaction mesh points are not uniform along the capillary and they are not overlapping with the diffusion mesh points or center points (see Fig. 1(b)). Furthermore, the reaction mesh points keep changing positions during capillary growth. These facts pose a big challenge in developing a data transfer algorithm.
transfer algorithm that satisfies the above two criteria. For instance, the direct data interpolation may produce catastrophic results, as proved in Theorem 2 and demonstrated in Section 3.1.

The rest of the paper is laid out as follows. In Section 2 we present the details of the Conservative and Variation Preserving Finite Volume Method and prove its conservation properties. In Section 3 we show some numerical simulations for VEGF reaction and diffusion in angiogenesis. We conclude in Section 4.

2. A conservative and variation preserving finite volume method

2.1. A simple capillary growth algorithm

A full capillary growth model depending on growth factors can be found in [4]. To focus on the reaction and diffusion mechanisms, we adopt a very simple capillary growth algorithm here. Denote its mesh points as \( x_j \), \( j = 1, \ldots, m \), where \( x_1 \) is the root and \( x_m \) is the tip. Denote their arc length as \( s_j(t) \) at time \( t \). The root \( x_1 \) is fixed in space and we let \( s_1(t) = 0 \), for all time. The total capillary length at time \( t \) is equal to the arc length of the tip, \( s_m(t) \). Assume the growth speed of the tip is a constant \( U \) and the speed of point \( j \) is \( \frac{s_j}{s_m} U \). All trailing points follow the tip by migrating on the path of the tip. In other words, the capillary is the path of the tip. Therefore, the arc length of point \( j \) is \( s_j(t) = s_j(0) + \frac{s_j}{s_m} Ut \) and its spatial coordinate \( x_j \) can be calculated with its arc length along the capillary. To mimic the tortuous shape of capillaries, we allow the capillary to make turns which is a stochastic process. The tip can turn if it extends more than the distance \( L_0 \) from the last turning point or the root. We denote the positive/negative \( x \)-direction as East/West, the positive/negative \( y \)-direction as North/South. We assume the tip mainly migrates to East, and it can only turn from South/North to East, and vice versa. If the tip points to North or South before turning, then the probability of its turning East is \( p_1 \), and the probability of its not turning is \( 1 - p_1 \). If the tip points to East before turning, then the probability of its turning South/North is \( p_2 \), and the probability of its not turning is \( 1 - 2p_2 \). One example of a capillary generated by this algorithm is illustrated in Fig. 1(b).

2.2. Data transfer between reaction and diffusion domains

Let \( \Omega = [0, L]^2 \) where \( L \) is the tissue size. In the 2-D case, the capillary cross-section becomes a line segment of length \( d_c \). To best represent the capillary domain \( \Omega_c \) in \( \Omega \), we discretize \( \Omega \) with a uniform Cartesian mesh and mesh size \( h = d_c \).

The tissue domain with this specific mesh is denoted as \( \Omega_D \). The capillary centerline \( \Sigma \) is discretized by an ordered sequence of points. For simplicity, we enforce all points to migrate along the centerlines of the \( \Omega_D \) mesh, which are defined as the horizontal or vertical lines connecting center points of mesh boxes. A mesh box refers to a rectangle delineated by two neighboring horizontal meshlines and two neighboring vertical meshlines in \( \Omega_D \). We denote \( \Omega_R \) as the domain \( \Sigma \) associated with the discrete points. In general, the length of \( \Omega_R \) is not an integer multiple of \( h \). In order to facilitate the data transfer between \( \Omega_D \) and \( \Omega_R \), we first find a curve \( \Omega_I \) along \( \Omega_D \) centerlines that is the best fit of \( \Omega_R \) and whose length is an integer multiple of \( h \). Then we stretch or compress \( \Omega_I \) to obtain \( \Omega_{R_I} \), which is of the same length as \( \Omega_I \). The relationships between these domains and meshes are shown in Fig. 2.

Specifically, we define the following domains and finite volume spaces.

\( \Omega_D, \ V_D \): Suppose there are \( N \) mesh boxes in the diffusion domain \( \Omega_D \), denoted as \( B_k, \ k = 1, \ldots, N \). Denote the center point of \( B_k \) as \( x^k = (x^k_1, x^k_2) \), then \( B_k \) is defined as \( B_k = \{ x = (x_1, x_2) \in \Omega : |x_i - x^k_i| < h/2, \ i = 1, 2 \} \). Introduce basis functions \( \phi_i^D, \ldots, \phi_N^D \), each of which is the set indicator function of \( B_k \). Define \( V_D = \text{span}\{\phi_1^D, \ldots, \phi_N^D\} \). Denote the mean value of \( u \) on the box \( i \) as \( u_i(t) = \frac{1}{h^2} \int_{B_i} u(x, t) \, dx \), then \( u \) has a piecewise constant representation \( \sum_{i=1}^N u_i(t) \phi_i^D \).

\( \Omega_R, \ V_R \): Denote the mesh points on \( \Omega_R \) as \( x^R_j, \ j = 1, \ldots, m \), in the order from the root to the tip of the capillary, and denote their arc lengths as \( s^R_j \), where \( s^R_1 = 0 \). Denote the length of the capillary as \( L_{\Omega_R} \), then \( s^R_m = L_{\Omega_R} \). Denote
the interval centered around \( s_j^R \) as \([\xi_j^R, \xi_{j+1}^R]\), where \( \xi_1^R = 0, \xi_2^R = \frac{s_1^R + s_2^R}{2}, \ldots, \xi_j^R = \frac{s_{j-1}^R + s_j^R}{2}, s_{m+1}^R = s_m^R \). Therefore, a one-dimensional notation of \( \Omega_R \) with its finite volume intervals is

\[
\Omega_R = [0, L_{\Omega_R}] \quad \text{with intervals } [\xi_j^R, \xi_{j+1}^R], \ j = 1, \ldots, m.
\]

On \( \Omega_R \), introduce set indicator functions \( \psi_j^R, j = 1, \ldots, m \), where each \( \psi_j^R \) is of value one in \([\xi_j^R, \xi_{j+1}^R]\) and zero at all other intervals. Define \( V_R = \text{span}\{\psi_j^R, \ldots, \psi_m^R\} \).

\( \Omega_I, V_I \): Choose all the mesh boxes of \( \Omega_D \) that contain one portion of the curve \( \Sigma \) whose length is more than \( h/2 \). Denote them as \( B_i^I, i = 1, \ldots, n \). Therefore, we define two projections

\[
\pi_i = \pi_i^L \quad \text{and } \pi_i^L : \Omega_i \rightarrow V_I,
\]

where each \( \pi_i \) is equal to 1 on the interval \([s_i^I, s_{i+1}^I]\) and zero otherwise. Define \( V_I = \text{span}\{\phi_j^I, \ldots, \phi_n^I\} \).

\( \Omega_{R, i}, V_{R, i} \): Let \( \lambda = \frac{L_{\Omega_{R, i}}}{L_{\Omega_R}} \), which typically is not equal to 1. To facilitate the data transfer between \( \Omega_D \) and \( \Omega_R \), we further introduce a new domain \( \Omega_{R, i} = \lambda \Omega_{R, i} \), i.e.,

\[
\Omega_{R, i} = [0, L_{\Omega_{R, i}}] \quad \text{with intervals } [\xi_{j,i}^{R,i}, \xi_{j+1,i}^{R,i}], \ \xi_{j,i}^{R,i} = \lambda \xi_{j,i}^R, \ j = 1, \ldots, m.
\]

The basis functions in \( V_{R, i} \) are stretched to obtain basis functions \( \psi_{j,i}^{R,i}, j = 1, \ldots, m \) on \( \Omega_{R, i} \) by letting \( \psi_{j,i}^{R,i}(\xi) = \psi_j^R(\lambda \xi) \), where \( \xi \in \Omega_{R, i} \). Define \( V_{R, i} = \text{span}\{\psi_{j,i}^{R,i}, \ldots, \psi_{m,i}^{R,i}\} \).

Therefore, \( V_R, V_{R, i}, \) and \( V_I \) are all piecewise constant function spaces, and their lengths satisfy

\[L_{\Omega_{R, i}} = L_{\Omega_{R, i}} = \lambda L_{\Omega_R} = nh.\]

We define two projections \( \pi_{R,i}^L \) and \( \pi_{R,i}^R \), two stretching/compression operators \( \pi_{R}^L \) and \( \pi_{R}^R \), and two restriction/expansion operators \( \pi_d^R \) and \( \pi_d^I \) as follows.

\[
\begin{align*}
(1) \ & \pi_{R,i}^L : V_{R, i} \rightarrow V_I, \text{ for any } u \in V_{R, i}, \\
& \quad \quad \quad \quad (\pi_{R,i}^L(u), v)_{L_2} = (u, v)_{L_2}, \quad \forall v \in V_I; \\
(2) \ & \pi_{R,i}^R : V_I \rightarrow V_{R, i}, \text{ for any } u \in V_I, \\
& \quad \quad \quad \quad (\pi_{R,i}^R(u), v)_{L_2} = (u, v)_{L_2}, \quad \forall v \in V_{R, i}; \\
(3) \ & \pi_{R}^L : V_R \rightarrow V_{R, i}, \text{ for any } u \in V_R, \\
& \quad \quad \quad \quad \pi_{R}^L (u_{R,i}) (s) = \frac{1}{\lambda} u_{R,i} \left( \frac{s}{\lambda} \right), \quad \forall s \in [0, L_{\Omega_{R, i}}]; \\
(4) \ & \pi_{R}^R : V_{R, i} \rightarrow V_R, \text{ for any } u_{R,i} \in V_{R, i}, \\
& \quad \quad \quad \quad \pi_{R}^R (u_{R,i}) (s) = \lambda u_{R,i} (\lambda s), \quad \forall s \in [0, L_{\Omega_R}]; \\
(5) \ & \pi_d^L : V_D \rightarrow V_I, \text{ for any } u_D = \sum_{j=1}^N u_{D,j} \phi_j^D \in V_D, \text{ assuming } \phi_j^D |_{\Omega_I} = \phi_j^I, j = 1, \ldots, n, \\
& \quad \quad \quad \quad \pi_d^L (u_D) = \sum_{j=1}^n u_{D,j} \phi_j^I; \\
(6) \ & \pi_d^R : V_I \rightarrow V_D, \text{ for any } u_I = \sum_{j=1}^n u_{I,j} \phi_j^I \in V_I, \text{ assuming } \phi_j^D |_{\Omega_D} = \phi_j^I, j = 1, \ldots, n, \\
& \quad \quad \quad \quad \pi_d^R (u_I) = \sum_{j=1}^n u_{I,j} \phi_j^D.
\end{align*}
\]

The inner product \((u, v)_{L_2}\) in Eqs. \((3)\) and \((4)\) is defined by \(\int u(s)v(s)ds\). The relationship between these operators and spaces is illustrated in Fig. 2. It is easy to see from \((3)\) and \((4)\) that both \(\pi_{R,i}^L \) and \(\pi_{R,i}^R \) preserve the mass, that is,

\[
\int_{\Omega_{R,i}} \pi_{R,i}^L (u) d\xi_{R,i} = \int_{\Omega_I} u ds, \quad \forall u \in V_I, \text{ and } \int_{\Omega_{R,i}} \pi_{R,i}^R (u) d\xi_{R,i} = \int_{\Omega_{R,i}} u d\xi_{R,i}, \quad \forall u \in V_{R,i}.
\]

Further, we define two combined operators \(\pi_R = \pi_{R,i}^R \circ \pi_{R,i}^L \) and \(\pi_I = \pi_{R,i}^L \circ \pi_{R,i}^R \). It can be easily verified that
Lemma 1. For any \( u_R \in V_R \) and \( u_I \in V_I \),
\[
(\pi_R^K(u_R), u_I)_{L^2(\Omega_I)} = (u_R, v_I(\lambda))_{L^2(\Omega_K)} , \quad \forall \, u_I \in V_I ;
\]
\[
(\pi_i^K(u_I), v_K)_{L^2(\Omega_K)} = (u_I, v_K(\lambda))_{L^2(\Omega_K)} , \quad \forall \, v_K \in V_K .
\]

Lemma 2.
\[
\int_{\Omega_0} \pi_i^R(u_I) ds = h \int_{\Omega_I} u_I ds, \quad \forall \, u_I \in V_I .
\]

Proof. Notice that both \( \Omega_0 \) and \( \Omega_I \) are of uniform mesh size \( h \). So \( \int_{\Omega_I} \phi_i^j ds = h, \ j = 1, \ldots, n \), and \( \int_{\Omega_0} \phi_i^j dx = h^2, \ i = 1, \ldots, N \). Therefore, for any \( u_I = \sum_{j=1}^n u_j \phi_i^j \),
\[
\int_{\Omega_0} \pi_i^R(u_I) dx \overset{\text{Eq. (8)}}{=} \sum_{j=1}^n \int_{\Omega_I} u_j \phi_i^j(x) dx = \sum_{j=1}^n u_j h^2 = h \sum_{j=1}^n \int_{\Omega_I} u_j \phi_i^j(s) ds = h \int_{\Omega_I} u_I ds. \quad \square
\]

Remark 1. In the 3-D case, Lemma 2 becomes \( \int_{\Omega_0} \pi_i^R(u_I) ds = h^2 \int_{\Omega_I} u_I ds \).

2.3. Relations between \( \pi_i^R \) and \( \pi_i^K \)

The operators \( \pi_i^R \) and \( \pi_i^K \) are crucial to the data transfer between the reaction and diffusion domains. A key observation of their relationship is that \( \pi_i^K \) is an isomorphism from \( V_R \) to \( V_K \), and \( \pi_i^K \) is the inverse. Therefore, we only need to study the interactions between \( \pi_i^K \) and \( \pi_i^K \).

As an immediate consequence of Eqs. (3) and (4), we have the following lemma.

Lemma 3. For any \( u \in V_{R_i}, \ v \in V_I \),
\[
\pi_i^{R_i}(u) = \sum_{j=1}^n M_i^j((u)) \phi_i^j, \quad \pi_i^{R_i}(v) = \sum_{j=1}^m M_j^{R_i}(v) \psi_j^{R_i},
\]
where \( M_i^j(u) \) is the mean value of \( u \) in \( (s_i, s_{i+1}) \) and \( M_j^{R_i}(v) \) is the mean value of \( v \) in \( (\xi_j^{R_i}, \xi_{j+1}^{R_i}) \).

We denote the sets of mesh points of \( \Omega_i, \Omega_{R_i}, \) and \( \Omega_R \) as \( S_i, S_{R_i}, \) and \( S_R \), respectively. That is, \( S_i = \{s_1^i, s_2^i, \ldots, s_{n+1}^i\} \), \( S_{R_i} = \{\xi_1^{R_i}, \xi_2^{R_i}, \ldots, \xi_{m+1}^{R_i}\} \), and \( S_R = \{s_1^R, s_2^R, \ldots, s_m^R\} \). We denote the sets of interior mesh points of \( \Omega_i, \Omega_{R_i}, \) and \( \Omega_R \) as \( \tilde{S}_i, \tilde{S}_{R_i}, \) and \( \tilde{S}_R \), respectively. That is, \( \tilde{S}_i = \{s_1^i, s_2^i, \ldots, s_n^i\}, \tilde{S}_{R_i} = \{\xi_1^{R_i}, \ldots, \xi_{m}^{R_i}\} \), and \( \tilde{S}_R = \{s_1^R, \ldots, s_{m}^R\} \).

Theorem 1. (i) \( \pi_i^{R_i} \circ \pi_i^K = \text{Id}_{V_{R_i}} \) if and only if \( S_{R_i} \subseteq S_i \).
(ii) \( \pi_i^K \circ \pi_i^{R_i} = \text{Id}_{V_I} \) if and only if \( S_I \subseteq S_{R_i} \).

Proof. We only need to prove (i) because (ii) is similar.

(i) \( \Rightarrow \) : We will prove by contradiction. Assume there is some point \( \xi_{j_0}^{R_i} \in S_{R_i} \), but \( \xi_{j_0}^{R_i} \notin S_i \). Suppose \( \xi_{j_0}^{R_i} \in (s_{j_0}^i, s_{j_0+1}^i) \).
Then \( M_i^j(\psi_{j_0}^{R_i}) > 0 \) and \( M_{j_0-1}^{R_i}(\phi_i^j) > 0 \). Furthermore, \( M_i^j(\psi_{j_0}^{R_i}) \geq 0 \) and \( M_{j_0-1}^{R_i}(\phi_i^j) \geq 0 \) for each \( i = 1, \ldots, n \). Let \( \xi_0 = (\max(s_{j_0}^i, \xi_{j_0-1}^{R_i}) + \xi_{j_0}^{R_i})/2 \), then \( s_{j_0}^i < \xi_0 < \xi_{j_0}^{R_i} \). On one hand \( \psi_{j_0}^{R_i}(\xi_0) = 0 \) because the support of \( \psi_{j_0}^{R_i} \) is \( [\xi_{j_0}^{R_i}, \xi_{j_0+1}^{R_i}] \). On the other hand we have
\[
\pi_i^{R_i} \circ \pi_i^K(\psi_{j_0}^{R_i})(\xi_0) = \pi_i^{R_i} \circ \left( \sum_{j=1}^n M_i^j(\psi_{j_0}^{R_i}) \phi_i^j \right)(\xi_0)
= \sum_{j=1}^n M_i^j(\psi_{j_0}^{R_i}) \sum_{j=1}^m M_j^{R_i}(\phi_i^j) \psi_j^{R_i}(\xi_0)
= \sum_{j=1}^n M_i^j(\psi_{j_0}^{R_i}) M_{j_0-1}^{R_i}(\phi_i^j)
\geq M_i^j(\psi_{j_0}^{R_i}) M_{j_0-1}^{R_i}(\phi_i^j) > 0.
\]
This is a contradiction to \( \pi_i^{R_i} \circ \pi_i^K = \text{Id}_{V_{R_i}} \).
(i) “⇐”: if \( S_{R_k} \subseteq S_t \), then for each interval \([s_{R_k}^i, s_{R_k}^{i+1}]\) of \( \Omega_{R_k} \), there exist \( s_{k_1}^i, s_{k_2}^i \in S_t \) such that \([s_{k_1}^i, s_{k_2}^i] = [s_{R_k}^i, s_{R_k}^{i+1}]\). According to Lemma 3, we have \( \pi^R_{k_i}(\psi_{R_k}^i) = \chi_{[s_{k_1}^i, s_{k_2}^i]} \), where \( \chi_{[s_{k_1}^i, s_{k_2}^i]} \) is of value one in the interval \([s_{k_1}^i, s_{k_2}^i]\) and zero otherwise. Using Lemma 3 again, we obtain \( \pi^R_{k} \circ \pi^R_{k_i} = \psi_{R_k}^i \). Because \( j \) is arbitrary, \( \pi^R_{k} \circ \pi^R_{k_i} \equiv \text{Id}_{V_{R_k}} \). □

**Corollary 1.**

(i) \( \pi^R_{k} \circ \pi^R_{i} \equiv \text{Id}_{V_{R_k}} \) if and only if \( \lambda S_{R_k} \subseteq S_t \).

(ii) \( \pi^R_{k} \circ \pi^R_{i} \equiv \text{Id}_{V_{R_k}} \) if and only if \( S_t \subseteq \lambda S_{R_k} \).

The conditions \( \lambda S_{R_k} \subseteq S_t \) and \( S_t \subseteq \lambda S_{R_k} \) are almost impossible to hold because the capillary points change positions arbitrarily in every time step of our capillary growth algorithm. Thus, in general, after one operation of \( \pi^R_{k} \circ \pi^R_{i} \) some information of the data will be lost. In numerical simulations, such an operation may be performed in every time step. The following theorem shows that after sufficiently many steps, the data will converge to its mean value.

**Theorem 2.** If \( S_{R_k} \cap S_t = \emptyset \), then for any \( u \in V_{R_k} \),

\[
\lim_{k \to \infty} (\pi^R_{k} \circ \pi^R_{i})^k(u) = \frac{1}{\lambda S_{R_k}} \int_{\lambda S_{R_k}} u(\xi_{R_k}) d\xi_{R_k}.
\]

**Proof.** First, we note that by Lemma 3 for any \( v \in V_I \), \( \max(\pi^R_{k}(v)) \leq \max(u) \) and \( \min(\pi^R_{k}(v)) \geq \min(u) \). Similarly for any \( u \in V_{R_k} \), we have \( \max(\pi^R_{i}(u)) \leq \max(u) \) and \( \min(\pi^R_{i}(u)) \geq \min(u) \). Denote \( P = \pi^R_{k} \circ \pi^R_{i} \). Therefore, \( \max(P(u)) \leq \max(u) \) and \( \min(P(u)) \geq \min(u) \), which implies \( \|P^k(u)\|_{\infty} \leq \|P(u)\|_{\infty} \leq \|u\|_{\infty} \), \( \forall k \in \mathbb{N} \). So \( \{P^k(u), k \in \mathbb{N}\} \) is a bounded subset in the finite dimensional space \( V_{R_k} \) with the \( L^\infty \) norm. Then it must have a convergent subsequence, which is denoted as \( \{P^k(u), k \in \mathbb{N}\} \). By the dominating convergence theorem, \( \int_{\lambda S_{R_k}} u_0 = \int_{\lambda S_{R_k}} u \). Since \( \max(P^k(u)) \leq \max(u) \) and \( \min(P^k(u)) \geq \min(u) \), \( \forall k \in \mathbb{N} \), we have \( \max(u_0) \leq \max(u) \) and \( \min(u_0) \geq \min(u) \).

Second, we shall prove that \( \max(u_0) = \min(u_0) \), that is, \( u_0 \) is a constant. Assume the contrary is true, that is, \( \max(u_0) > \min(u_0) \). Without loss of generality, we assume \( (s_i, s_{i+1}) \) is the last interval taking the maximum value and \( j < m \). Suppose \( s_{j+1} \in (s_i, s_{i+1}) \). By Lemma 3, \( \pi^R_{k}(u_0)|_{(s_i, s_{i+1})} \) is the mean value of \( u_0 \) in \( (s_i, s_{i+1}) \). Because \( u_0 \) is strictly less than \( \max(u_0) \) in the non-empty interval \( (s_i, s_{i+1}) \), \( \pi^R_{k}(u_0)|_{(s_i, s_{i+1})} \) is also strictly less than \( \max(u_0) \). On the other hand, when mapped back to \( V_{R_k} \), \( \pi^R_{k}(u_0)|_{(s_i, s_{i+1})} \) has a non-zero contribution to the value \( \pi^R_{k} \circ \pi^R_{i}(u_0)|_{(s_i, s_{i+1})} \) through the non-empty interval \( (s_i, s_{i+1}) \). Therefore, \( \pi^R_{k} \circ \pi^R_{i}(u_0)|_{(s_i, s_{i+1})} \) is also strictly less than \( \max(u_0) \). \( \Omega_{R_k} \) has \( m \) intervals, so \( u_0 \) has at most \( m - 1 \) maximum intervals. Then after \( m \) steps \( P \)-iterations, \( \max(P^m(u_0)) < \max(u_0) \). Let \( \delta = \max(u_0) - \max(P^m(u_0)) \). It is easy to tell that \( \max(P^m(u_0)) \) is the limit of another subsequence \( \{P^k(u_0), k \in \mathbb{N}\} \). Then there exists \( K \in \mathbb{N} \) so that \( \forall k > K \), \( \|P^k(u_0)\|_{\infty} < \delta/2 \). Thus \( \max(P^k(u_0)) - \max(P^k(u_0)) \leq \|P^k(u_0)\|_{\infty} < \delta/2 \). Since \( \max(P^k(u_0)) \) is a decreasing function of \( k \), \( 0 \leq \max(P^k(u_0)) \leq \max(P^m(u_0)) \leq \max(u_0) \leq \delta/2 \). Furthermore, \( \forall k > K \), \( m, \max(P^k(u_0)) \leq \max(u_0) \leq \delta/2 \). Therefore, \( \|P^k(u_0)\|_{\infty} < \delta/2 \). This is contradictory to the assumption that \( \max(u_0) = \min(u_0) \), \( k \in \mathbb{N} \). Therefore, \( u_0 \) must be a constant.

Finally, since \( \max(P^k(u)) - \min(P^k(u)) \) is a decreasing function of \( k \), and one subsequence is of limit zero, therefore, as for the whole sequence, \( \lim_{k \to \infty}(\max(P^k(u)) - \min(P^k(u))) = 0 \). Thus, the whole sequence converges to a constant. □

**Corollary 2.** If \( (\lambda S_{R_k}) \cap S_t = \emptyset \), then \( \lim_{k \to \infty}(\pi^R_{k} \circ \pi^R_{i})^k(u) = \frac{1}{\lambda S_{R_k}} \int_{\lambda S_{R_k}} u(\xi_{R_k}) d\xi_{R_k}, \forall u \in V_{R_k} \).

### 2.4. A conservative and variation preserving finite volume method

Because the capillaries keep changing its morphology in time, we denote the capillary domain at time step \( t^k \) as \( \Omega_{R(k)} \). The same rule is applied to associated domains and operators, such as \( \Omega_{I(k)}, \pi_{R(k)}^{I(k)} \), etc. Assume at the time step \( t^{k-1} = (k-1)\Delta t \), \( k = 1, 2, \ldots \), we have obtained the capillary domain \( \Omega_{R(k-1)} = \bigcup_{i=1}^{m}[s_{i}^{R(k-1)}, s_{i+1}^{R(k-1)}] \), the solution \( u_{D}^{k-1} \) in \( V_{D} \), and the solution \( u_{R}^{k-1}, [FR]^{k-1}, [BR]^{k-1} \) in \( V_{R(k-1)} \). Note that the number of basis functions of \( V_{R(k)} \) is a fixed number denoted by \( m \) but the number of basis of \( V_{I(k)} \) depends on time, i.e., \( n = n(k) \). Now we proceed to time step \( t^k \) to compute the solutions \( u_{D}^{k}, u_{R(k)}^{k}, [FR]^{R(k)}, \text{and } [BR]^{R(k)} \).

#### 2.4.1. Capillary growth step

Using the capillary growth algorithm described in Section 2.1, we compute the new capillary domain \( \Omega_{R(k)} = \bigcup_{i=1}^{m}[s_{i}^{R(k)}, s_{i+1}^{R(k)}] \). Then determine domains \( \Omega_{I(k)} \) and \( \Omega_{R(k)} \) according to the description in Section 2.2 and generate spaces \( V_{I(k)} = \text{span}(\phi_{i}^{I(k)}, \ldots, \psi_{m}^{I(k)}) \), \( V_{R(k)} = \text{span}(\psi_{i}^{R(k)}, \ldots, \psi_{m}^{R(k)}) \), and \( V_{R(k)} = \text{span}(\psi_{i}^{R(k)}, \ldots, \psi_{m}^{R(k)}) \).

We assume the capillary moves in such a manner that either \( \Omega_{I(k-1)} \subseteq \Omega_{I(k)} \) or \( \Omega_{I(k-1)} \supseteq \Omega_{I(k)} \). The former represents the capillary invading a new region, and the latter represents the capillary shrinking or remaining the same.
2.4.2. Convection step

The convection part is

$$\frac{\partial u}{\partial t} + \vec{v} \cdot \nabla u = 0 \quad \text{in } \Omega_c.$$  

In the capillary growth algorithm, all points move with the capillary velocity $\vec{v}$. Then the above equation becomes $\frac{du}{dt} = 0$, where $\frac{du}{dt}$ is the material derivative. Therefore, the mean value of $u$ on each interval $[\xi^k_j, \xi^k_{j+1}]$ is conserved in this convection step. Thus, the mean value of $u$ becomes

$$u^{k,1}_{R(k),i} = \frac{\xi^k_{j+1} - \xi^k_j}{\xi^k_{j+1} - \xi^k_j} u^{k-1}_{R(k-1),i},$$  

on each interval $[\xi^k_j, \xi^k_{j+1}]$, $i = 1, \ldots, m$. Similarly, we have $[FR]^{k,1}_{R(k),i} = \frac{\xi^k_{j+1} - \xi^k_j}{\xi^k_{j+1} - \xi^k_j}[FR]^{k-1}_{R(k-1),i}$, and $[BR]^{k,1}_{R(k),i} = \frac{\xi^k_{j+1} - \xi^k_j}{\xi^k_{j+1} - \xi^k_j}[BR]^{k-1}_{R(k-1),i}.$

Then we update $u$ in $\Omega_D$:

$$u^{k,1}_D = u^{k,1}_D - \pi_{l(k-1)}^D \circ \pi_{l(k)}^D (u^{k-1}_D) + \pi_{l(k)}^D \circ \pi_{R(k)}^D(u^{k,1}_R).$$  

Note when $\Omega_{l(k-1)} \subset \Omega_{l(k)}$, the capillaries invade the region $\Omega_{l(k)} \setminus \Omega_{l(k-1)}$ and add more growth factor to the original concentration $\pi_{l(k)}^D(u^{k-1}_D) - \pi_{l(k-1)}^D(u^{k-1}_D)$ there. Accordingly, we need to add the original amount to $\Omega_{R(k)}$:

$$u^{k,1}_R(k) = \begin{cases} u^{k,1}_R(k), & \text{if } \Omega_{l(k-1)} \subset \Omega_{l(k)}; \\ \pi_{l(k)}^D(u^{k-1}_D) \circ \pi_{R(k)}^D(u^{k,1}_R), & \text{if } \Omega_{l(k-1)} \supset \Omega_{l(k)} \end{cases} \tag{12}$$

2.4.3. Reaction step

On each interval $[\xi^k_j, \xi^k_{j+1}]$, $i = 1, \ldots, m$, we solve the reaction equation $\frac{\partial u}{\partial t} = f(u)$ and equations in (2) from $t^{k-1}$ to $t^k$ with the initial value $u^{k,1}_R$, $[FR]^{k,1}_{R(k),i}$, and $[BR]^{k,1}_{R(k),i}$. Denote the result as $u^{k,2}_R$, $[FR]^{k}_{R(k),i}$, and $[BR]^{k}_{R(k),i}$.

Afterwards, $u$ in $\Omega_D$ is updated to

$$u^{k,2}_D = (Id_{u_D} - \pi_{l(k)}^D \circ \pi_{l(k)}^D)(u^{k,1}_D) + \pi_{l(k)}^D \circ \pi_{R(k)}^D(u^{k,1}_R). \tag{13}$$

The time derivative of the reaction equations is approximated by the implicit trapezoidal method and the resulting nonlinear equations are solved by the Broyden method [cf. [13]].

2.4.4. Diffusion step

We solve the diffusion equation $\frac{\partial u}{\partial t} = D \nabla^2 u_D$ in $\Omega_D$ from $t^{k-1}$ to $t^k$ with input $u^{k,2}_D$ and output $u^{k,3}_D$. Then we update $u$ on $\Omega_R$ by transferring the difference of $u_D$ from $\Omega_D$ to $\Omega_R$:

$$u^{k,3}_R = u^{k,2}_R(k) + \pi_{l(k)}^D \circ \pi_{R(k)}^D(u^{k,1}_D - u^{k,2}_D). \tag{14}$$

We use the standard five-point stencil to discretize the Laplace operator and the Crank–Nicolson scheme to discretize the time derivative. For details readers are referred to [14, Chapter 3]. Finally, we obtain the end-of-step data $u^k_R = u^{k,3}_R$ and $u^k_D = u^{k,3}_D$.

Remark 2. When this numerical method is extended to the 3-D case, the differences are only on the construction of the domain $\Omega_D$ and the operators $\pi^D$ and $\pi^l$ and the solution process of the diffusion equation $\frac{\partial u}{\partial t} = D \nabla^2 u_D$, which are all straightforward.

2.5. Reaction variation preserving

Eq. (14) is the crucial step to keep the variation of data in the reaction domain.

**Theorem 3** (Reaction Variation Preserving). Suppose the capillary is fixed in space and the diffusion constant $D$ is zero. If the whole numerical method (2.4.1–2.4.4) is applied, then the value of $u$ on the reaction domain is only determined by the numerical method of $\frac{\partial u}{\partial t} = f(u)$ and (2).
Proof. If the capillary is fixed in space, then $\Omega_{R(k)}$, $\Omega_{l(k)}$, $V_{l(k)}$, $V_{l(k)}$ are fixed. In the convection step, we have $u_{R(k)}^{k+1} = u_{R(k)}^{k-1}$ from Eq. (10) and $u_{R(k)}^{k+1} = u_{R(k)}^{k} = u_{R(k)}^{k-1}$ from Eq. (12). Because $D = 0$, the diffusion step must give $u_{R(k)}^{k+3} = u_{D}^{k}$ and thus $u_{R(k)}^{l(k)} = u_{R(k)}^{l(k)}$ according to Eq. (14). Therefore, the value of $u$ on $\Omega_{R(k)}$ is only determined by $\frac{\partial u}{\partial t} = f(u)$ and equations in (2) in the reaction step. 

The strategy of (14) is the same as the wavelet method, where the average message is stored in the coarser level and the oscillation (local value minus the average value) is kept in the finer level. This can be clearly seen by rewriting (14) as

$$u_{R(k)}^{k+3} = \pi_{l(k)}^{R(k)} \circ \pi_{l(k)}^{D}(u_{D}^{k+3}) = \pi_{l(k)}^{R(k)} \circ \pi_{l(k)}^{D}(u_{D}^{k+3}) = \pi_{l(k)}^{R(k)} \circ \pi_{l(k)}^{D}(u_{D}^{k} + \frac{\partial u}{\partial t} = f(u)) \quad (15)$$

On the right side of (15), the first term stands for the new average information on the coarser mesh $\Omega_{l}$, and the difference in brackets represents the old oscillation on the finer mesh $\Omega_{R}$.

In contrast, the direct interpolation

$$u_{R(k)}^{k+3} = \pi_{l(k)}^{R(k)} \circ \pi_{l(k)}^{D}(u_{D}^{k} + \frac{\partial u}{\partial t} = f(u)) \quad (16)$$

would smear out the oscillation of $u_{D}$ along the capillary, as proved in Theorem 2. Note that the computational costs of the direct interpolation formula (16) and the proposed formula (14) are almost identical, because the main cost of both formulas is on the same operator $\pi_{l(k)}^{R(k)} \circ \pi_{l(k)}^{D}$. The differences between these two formulas in numerical simulations will be demonstrated in Section 3.

2.6. Mass conservation properties

Lemma 4. If $\Omega_{l(k)} \supset \Omega_{l(k)}$, then $\pi_{l(k)}^{l(k)} \circ \pi_{l(k)}^{D}(v) = v$, $\forall \in V_{l(k)}$. If $\Omega_{l(k)} \supset \Omega_{l(k)}$, then $\pi_{l(k)}^{l(k)} \circ \pi_{l(k)}^{D}(u_{D}) = \pi_{l(k)}^{l(k)}(u_{D})$, $\forall \in V_{D}$.

Proof. If $\Omega_{l(k)} \supset \Omega_{l(k)}$, then $V_{l(k)} \supset V_{l(k)}$ if any function in $V_{l(k)}$ is given a zero extension to the region $\Omega_{l(k)} \setminus \Omega_{l(k)}$. Let $n = \dim(V_{l(k)})$ and $V_{l(k)} = \text{span}\{\phi_{1}, \ldots, \phi_{n}\}$. For each $j = 1, \ldots, n$, there exists $i$ such that $\pi_{l(k)}^{l(k)} \circ \pi_{l(k)}^{D}(\phi_{j}) = \phi_{i}$, which implies that $\pi_{l(k)}^{l(k)} \circ \pi_{l(k)}^{D}(\phi_{j}) = \pi_{l(k)}^{l(k)}(\phi_{i}) = \phi_{i}$. For any $v \in V_{l(k)}$, assume $v = \sum_{j=1}^{n} v_{j} \phi_{j}$. Thus, $\pi_{l(k)}^{l(k)} \circ \pi_{l(k)}^{D}(v) = \sum_{j=1}^{n} v_{j} \phi_{i} = \pi_{l(k)}^{l(k)}(v) = \pi_{l(k)}^{D}(v_{j} \phi_{i}) = \pi_{l(k)}^{D}(v) = \pi_{l(k)}^{l(k)}(v) = \pi_{l(k)}^{l(k)}(v)$.

If $\Omega_{l(k)} \supset \Omega_{l(k)}$, then $\pi_{l(k)}^{l(k)} \circ \pi_{l(k)}^{D}(u_{D}) = \pi_{l(k)}^{l(k)}(u_{D})$. Thus, $\pi_{l(k)}^{l(k)} \circ \pi_{l(k)}^{D}(u_{D}) = \pi_{l(k)}^{l(k)}(u_{D}) = \pi_{l(k)}^{l(k)}(u_{D}) = \pi_{l(k)}^{l(k)}(u_{D}).$ □

The following theorem gives the direct comparisons between $u_{D}^{k+1}$ and $u_{R(k)}^{k+1}$, $j = 1, 2, 3$, on the interface domain $\Omega_{l(k)}$.

Theorem 4 (Local Conservation).

(i) If $\Omega_{l(k)} \supset \Omega_{l(k)}$, then $\pi_{l(k)}^{l(k)}(u_{D}^{k+1}) = \pi_{l(k)}^{l(k)}(u_{R(k)}^{k+1})$. If $\Omega_{l(k)} \supset \Omega_{l(k)}$, then $\pi_{l(k)}^{l(k)}(u_{D}^{k+1}) = \pi_{l(k)}^{l(k)}(u_{R(k)}^{k+1}) + \left(\frac{\partial u_{D}}{\partial t} = f(u)\right) \circ \pi_{l(k)}^{l(k)}(u_{D}^{k+1}) - \pi_{l(k)}^{l(k)}(u_{D}^{k+1}) - \pi_{l(k)}^{l(k)}(u_{D}^{k+1}) - \pi_{l(k)}^{l(k)}(u_{D}^{k+1})$.

(ii) $\pi_{l(k)}^{l(k)}(u_{D}^{k+1}) = \pi_{l(k)}^{l(k)}(u_{R(k)}^{k+1})$.

(iii) $\pi_{l(k)}^{l(k)}(u_{D}^{k+1}) = \pi_{l(k)}^{l(k)}(u_{D}^{k+1}) + \left(\pi_{l(k)}^{l(k)}(u_{D}^{k+1}) - \pi_{l(k)}^{l(k)}(u_{D}^{k+1}) - \pi_{l(k)}^{l(k)}(u_{D}^{k+1}) - \pi_{l(k)}^{l(k)}(u_{D}^{k+1})\right)$.

Remark 3. Because of Corollary 1, we cannot expect $\pi_{l(k)}^{l(k)} \circ \pi_{l(k)}^{l(k)} = \pi_{l(k)}^{l(k)}$ or $\pi_{l(k)}^{l(k)} \circ \pi_{l(k)}^{l(k)} = \pi_{l(k)}^{l(k)}$ for the general capillary growth. Therefore, $\pi_{l(k)}^{l(k)}(u_{D}^{k+1}) \neq \pi_{l(k)}^{l(k)}(u_{D}^{k+1})$ when $\Omega_{l(k)} \supset \Omega_{l(k)}$ and $\pi_{l(k)}^{l(k)}(u_{D}^{k+1}) \neq \pi_{l(k)}^{l(k)}(u_{R(k)}^{k+1})$.

Proof. (Part 1) When $\Omega_{l(k)} \supset \Omega_{l(k)}$, apply $\pi_{l(k)}^{l(k)}$ on both sides of (11), then

$$\pi_{l(k)}^{l(k)}(u_{D}^{k+1}) = \pi_{l(k)}^{l(k)}(u_{D}^{k+1}) - \pi_{l(k)}^{l(k)}(u_{D}^{k+1}) - \pi_{l(k)}^{l(k)}(u_{D}^{k+1}) - \pi_{l(k)}^{l(k)}(u_{D}^{k+1}) = \pi_{l(k)}^{l(k)}(u_{D}^{k+1}) - \pi_{l(k)}^{l(k)}(u_{D}^{k+1}) - \pi_{l(k)}^{l(k)}(u_{D}^{k+1}) - \pi_{l(k)}^{l(k)}(u_{D}^{k+1})$$

$$\pi_{l(k)}^{l(k)}(u_{D}^{k+1}) = \pi_{l(k)}^{l(k)}(u_{D}^{k+1}) - \pi_{l(k)}^{l(k)}(u_{D}^{k+1}) - \pi_{l(k)}^{l(k)}(u_{R(k)}^{k+1})$$

where we have used the facts that $\pi_{l(k)}^{l(k)} \circ \pi_{l(k)}^{l(k)} = \pi_{l(k)}^{l(k)}(u_{D}^{k+1})$, $\pi_{l(k)}^{l(k)}(u_{D}^{k+1}) = \pi_{l(k)}^{l(k)}(u_{D}^{k+1})$ by Lemma 4 and $u_{R(k)}^{k+1} = u_{R(k)}^{k+1}$ in the case of $\Omega_{l(k)} \supset \Omega_{l(k)}$.
When $\Omega_{l(k-1)} \subset \Omega_{l(k)}$, apply $\pi_D^{l(k)}$ on both sides of (11), then

$$
\pi_D^{l(k)}(u_D^{k,1}) = \pi_D^{l(k)}(u_D^{k,1}) - \pi_D^{l(k)} \circ \pi_R^{l(k-1)} \circ \pi_D^{l(k)}(u_D^{k-1}) + \pi_D^{l(k)} \circ \pi_R^{l(k)}(u_R^{k}) \\
= \pi_D^{l(k)}(u_D^{k-1}) - \pi_D^{l(k)}(u_D^{k-1}) + \pi_D^{l(k)}(u_R^{k}),
$$

(18)

where we have used the facts that $\pi_D^{l(k)} \circ \pi_R^{l(k-1)} \circ \pi_D^{l(k)}(u_D^{k-1}) = \pi_D^{l(k)}(u_D^{k-1})$ by Lemma 4 and $\pi_D^{l(k)} \circ \pi_R^{l(k)} = \text{Id}_{\Omega_{l(k)}}$. Apply $\pi_R^{l(k)}$ on both sides of (12) when $\Omega_{l(k-1)} \subset \Omega_{l(k)}$, then

$$
\pi_R^{l(k)}(u_R^{k,1}) = \pi_R^{l(k)}(u_R^{k,1}) + \pi_R^{l(k)} \circ \pi_R^{l(k)} \left( \pi_D^{l(k)}(u_D^{k-1}) - \pi_D^{l(k-1)}(u_D^{k-1}) \right).
$$

(19)

Subtraction of (18) and (19) gives the second formula in (i).

(Part ii) Apply $\pi_D^{l(k)}$ on both sides of (13), then

$$
\pi_D^{l(k)}(u_D^{k,2}) = \pi_D^{l(k)} \circ (\text{Id}_D - \pi_I^{l(k)} \circ \pi_D^{l(k)}) (u_D^{k,1}) + \pi_D^{l(k)} \circ \pi_R^{l(k)}(u_R^{k}) = \pi_D^{l(k)}(u_D^{k,2}).
$$

(Part iii) Apply $\pi_R^{l(k)}$ on both sides of (15), then

$$
\pi_R^{l(k)}(u_R^{k,3}) = \pi_R^{l(k)} \circ \pi_I^{l(k)} \left( \pi_D^{l(k)}(u_D^{k,3}) + \pi_R^{l(k)}(u_D^{k,2}) \right).
$$

The formula (iii) can be obtained by replacing $\pi_D^{l(k)}(u_D^{k,2})$ in the above equation by $\pi_R^{l(k)}(u_R^{k,2})$ using formula (ii). □

Although $u_D^{k,1}$ (in the case of $\Omega_{l(k-1)} \subset \Omega_{l(k)}$) and $u_D^{k,2}$ are not identical to $u_R^{k,1}$ and $u_R^{k,3}$ when projected to $\Omega_{l(k)}$, respectively, we have the following conservation properties.

**Theorem 5** (Global Conservation). Assume $\int_{\Omega_{l(0)}} \pi_D^{l(0)} u_D^0 ds = \int_{\Omega_{l(0)}} u_R^0 ds$, then for $k = 1, \ldots$,

(a) $\int_{\Omega_{l(k)}} u_R^{k,1} ds = \int_{\Omega_{l(k-1)}} u_R^{k-1} ds$;

(b) $\int_{\Omega_{l(k)}} u_D^{k,1} ds = \int_{\Omega_{l(k-1)}} u_D^{k-1} ds$;

(c) $\int_{\Omega_{l(k)}} u_D^{k,1} ds = \int_{\Omega_{l(k-1)}} u_D^{k-1} ds$, if $\Omega_{l(k-1)} \supseteq \Omega_{l(k)}$;

(d) $\int_{\Omega_{l(k)}} u_D^{k,1} ds = \int_{\Omega_{l(k-1)}} u_D^{k-1} ds + \int_{\Omega_{l(k)}} \left( \pi_D^{l(k)} - \pi_D^{l(k-1)} \right)(u_D^{k-1}) ds$, if $\Omega_{l(k-1)} \subset \Omega_{l(k)}$;

(e) $\int_{\Omega_{l(k)}} \pi_D^{l(k)}(u_D^{k,1}) ds = \int_{\Omega_{l(k)}} u_D^{k,1} ds$;

(f) $\int_{\Omega_{l(k)}} \pi_D^{l(k)}(u_D^{k,2}) ds = \int_{\Omega_{l(k)}} u_D^{k,2} ds$;

(g) $\int_{\Omega_{l(k)}} \pi_D^{l(k)}(u_D^{k,3}) ds = \int_{\Omega_{l(k)}} u_D^{k,3} ds$.

**Proof.** Equation (a) is a direct result of (10). With the help of the mass conservation properties of operators listed in Section 2.2, equations (c) and (d) are deduced from (12) and (a), the equation (e) from Theorem 4(i), and equations (f) and (g) from Theorem 4(ii) and (iii), respectively. As for (b), according to formula (11),

$$
\int_{\Omega_{l(k)}} u_D^{k,1} ds = \int_{\Omega_{l(k-1)}} \left\{ u_D^{k-1} - \pi_D^{l(k-1)} \circ \pi_D^{l(k-1)}(u_D^{k-1}) + \pi_D^{l(k)} \circ \pi_R^{l(k)}(u_R^{k}) \right\} ds
$$

$$
= \int_{\Omega_{l(k-1)}} u_D^{k-1} ds - h \int_{\Omega_{l(k-1)}} \pi_D^{l(k-1)}(u_D^{k-1}) ds + h \int_{\Omega_{l(k)}} u_R^{k} ds
$$

(a)

$$
= \int_{\Omega_{l(k-1)}} u_D^{k-1} ds - h \int_{\Omega_{l(k-1)}} \pi_D^{l(k-1)}(u_D^{k-1}) ds + h \int_{\Omega_{l(k)}} u_R^{k-1} ds
$$

$$
= \int_{\Omega_{l(k-1)}} u_D^{k-1} ds,
$$

where in the last equality we have used an induction from the initial condition $\int_{\Omega_{l(0)}} \pi_D^{l(0)}(u_D^0) ds = \int_{\Omega_{l(0)}} u_R^0 ds$. □
3. Numerical simulations

3.1. Data smearing out by direct interpolation

If the capillaries remain stationary and the reaction rate $f$ and the diffusion constant $D$ are both zeros, then the exact solution $u$ is equal to the initial data. However, if the direct data interpolation (16), instead of the proposed formula (14), is used, then the full numerical algorithm in Section 2.4 is just the iteration of the operator $P = \pi^R \circ \pi^I$. In the first example, we demonstrate how this process smears out the variation of data as proved in Theorem 2. The domain $\Omega_R = [0, 1]$ is divided into 25 intervals and the mesh points are $\xi^R_i = 0, \xi^R_i = \frac{2i-3}{2n}, (i = 2, \ldots, n+1), \xi^R_{n+2} = 1$, where $n = 24$. The domain $\Omega_I = [0, 1]$ is divided into 10 equidistant intervals. In this way, the inner mesh points of $\Omega_R$ and $\Omega_I$ are disjoint. The initial data $u_R$ is generated by a random generator and both $u_R$ and its projection $\pi^I_R(u_R)$ are shown in Fig. 3(a). The maximum error, $\|P^k(u) - \bar{u}_R\|_{\infty, \Omega_R} = \max_{x \in \Omega_R} |P^k(u)(x) - \bar{u}_R|$, where $\bar{u}_R = \int_{\Omega_R} u_R(x) \, dx$ (the mean value of $u_R$ over $\Omega_R$), is plotted in Fig. 3(b), which shows the pointwise convergence of $P^k(u)$ to the mean value.

Next, we add a reaction on the capillary, $\frac{\partial u}{\partial t} = u$, $u(x, 0) = x$. All the others are the same as in the last example. The numerical solutions at $t = 1$ with different time step $\Delta t$ values are shown in Fig. 4(a). Note that when $\Delta t$ decreases, the numerical solutions become more uniform, which demonstrates the smearing property of the direct interpolation. The maximum error between the numerical solutions and the exact solution at $t = 1$ is shown in Fig. 4(b), where the error increases when $\Delta t$ gets smaller. This surprising result is purely produced by the direct interpolation.

In contrast, if the proposed formula (14) is used, then the catastrophic effects in the above two examples will not occur and the true solution will be recovered.

3.2. Simulations of VEGF reaction and diffusion in angiogenesis

We use the Conservative and Variation Preserving Finite Volume Method in Section 2.4 to solve Eqs. (1) and (2). For the whole domain $\Omega = [0, 2 \text{ mm}]^2$, we choose the spatial mesh size $h = 0.02 \text{ mm}$ and the time step $\Delta t = 0.001 \text{ days}$ for
all simulations in this subsection. The diffusion constant $D$ ranges from $4 \times 10^3 \, \mu \text{m}^2 \, \text{day}^{-1}$ to $4 \times 10^6 \, \mu \text{m}^2 \, \text{day}^{-1}$. Other parameters are: the VEGF reference value $C_0 = 3.33 \times 10^{-3} \, \mu \text{M}$ (equal to 1 in the color bar), total receptor concentration $R_T = 7.64 \times 10^{-3} \, \mu \text{M}$. The parameters for VEGF/receptor kinetics are $k_{on} = 9.98 \times 10^4 \, \mu \text{M}^{-1} \, \text{day}^{-1}$, $k_{off} = 72.36 \, \text{day}^{-1}$, and $k_p = 16.08 \, \text{day}^{-1}$. The initial value of VEGF is set to be the reference value $C_0$ in the whole domain. All these parameters are also used in [15,3].

To model the capillary growth, we apply the algorithm in Section 2.1. In this work, we set $m = 501$, $s_m(0) = 0.2 \, \text{mm}$, $U = 0.36 \, \text{mm/day}$, $L_0 = 0.04 \, \text{mm}$, $p_1 = 0.8$, and $p_2 = 0.1$. The initial value of free receptor [FR] is $R_T$, and that of bound receptor [BR] is zero. Initially, these capillaries are of length 0.2 mm, therefore, the mesh size on the capillaries is 0.4 $\mu$ m. When the capillary extends to the maximum length 2.72 mm at $t = 7$ days, the mesh size is 6 $\mu$ m, still far less than the diffusion mesh size $h = 20 \, \mu$ m. The capillaries at $t = 7$ days are shown in Fig. 9(a) and (b).

In the first group of simulations, we enforce the no-flux condition on all the four edges of the square domain and investigate the growth factor uptake by capillaries with three different diffusion constants: $D = 4 \times 10^3$, $4 \times 10^4$, $4 \times 10^5 \, \mu \text{m}^2 \, \text{day}^{-1}$. The results at day $t = 1$ and $t = 7$ are shown in Figs. 5–7. With the no-flux boundary condition, the growth factor will drop to zero level due to capillary uptake given sufficient time. When the capillaries are extending, the endothelial cells are consuming VEGF, therefore the VEGF concentration keeps decreasing along the paths of capillaries. When $D$ is the smallest, most growth factor in the domain remains at day 7, and the capillary path is clearly seen in this case (Fig. 5). When $D$ increases to $4 \times 10^4 \, \mu \text{m}^2 \, \text{day}^{-1}$, more growth factor molecules are consumed by capillaries (Fig. 6(b)), and when $D$ increases to $4 \times 10^5 \, \mu \text{m}^2 \, \text{day}^{-1}$ the growth factor has vanished at 7 days (Fig. 7(b)). It is interesting to observe that the growth factor concentration is higher in the front of the capillaries than the rear, which can be clearly seen from Fig. 6(b). This is because the capillary is extending into the high concentration region. The free and bound receptor densities on one of three capillaries are shown in Fig. 8 for $D = 4 \times 10^3$, $4 \times 10^4 \, \mu \text{m}^2 \, \text{day}^{-1}$. The oscillation of data is due to the change of directions of capillaries. The bound receptor density is higher near the tip because the tip always migrates into a new location with higher growth factor value. The receptors quantities near the capillary tip are of smaller gradient magnitude for larger diffusion constant.

Next, we study the growth factor uptake when the boundary condition of growth factor on the right edge $x = 2 \, \text{mm}$ is changed to $u = 3.33 \times 10^{-3} \, \mu \text{M}$, that is, the right edge serves as the source of VEGF. The results for $4 \times 10^5$, $4 \times 10^6 \, \mu \text{m}^2 \, \text{day}^{-1}$ are shown in Fig. 9. In contrast to the results in the first group, when the diffusion constant is larger, the growth factor concentration in the whole domain is higher, because the source of growth factor continuously provides new growth factor into the domain and the larger diffusion indicates more compensation for the capillary uptake (Fig. 9(a),(b)). With increased growth factor concentration for larger diffusion constant, the bound receptor density is also larger and distribution along the capillary is less oscillatory (Fig. 9(c), (d)).

4. Conclusions

In this paper, we developed a conservative and variation preserving finite volume method when the reaction mesh and the diffusion mesh are not overlapping. The numerical method not only preserves the mass during data transfer but also retains the spatial variation along the capillary. Numerical examples show that the direct interpolation has the risk of creating purely artificial effects and smearing out the data.

Our novel data transfer algorithm is similar to the wavelet method which is used in a multiscale reaction–diffusion model [16]. However, the wavelet method in [16] is only applicable to a fixed straight-line reaction domain and uniform reaction meshes. In contrast, our algorithm can handle the non-uniform spatial discretization and arbitrary shaped reaction domains whose shape and length are constantly changing in time.
In this work, the reactions are modeled by ordinary differential equations. Nevertheless, the reactions can also be modeled by other methods such as stochastic equations as in [17,16], which can be easily incorporated in our algorithm. In this work the capillaries grow along the diffusion domain meshlines. But our algorithm can be applied with slight modifications to any non-lattice capillary growth model which produces more realistic vasculature morphology such as the stochastic model of [7], the circular random walk model of [5], and the cell-based model of [3]. Although this study is for the 2-D case, the
Fig. 9. Simulation results at $t = 7$ days. The boundary condition is $u = 3.33 \times 10^{-3} \, \mu$M at $x = 2$ mm and no-flux condition on other three edges. (a, c) $D = 4 \times 10^5 \, \mu$m$^2$ day$^{-1}$; (b, d) $D = 4 \times 10^6 \, \mu$m$^2$ day$^{-1}$.

numerical method can be straightforwardly extended to the 3-D case (see Remark 2) and all the properties still hold except that Lemma 2 requires a slight modification (see Remark 1).
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